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Incompleteness of Knowledge Graphs (KGs)

• Real-world KGs are far from complete
–Fully-supervised (Human curated)

• Freebase
• Wikidata

–Semi-supervised (Human-in-the-loop）
• NELL
• Knowledge Vault

• Missing edges in querying

Freebase Wikidata

NELL Knowledge Vault
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Complex Logical Queries on KGs

• Existential Positive First-Order Logic (EPFO)

Query: What musical instruments can Minnesota-born Nobel Prize winners play?

• Hard to query
–Queries involve complicated structures
–Queries can contain missing edges
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Existing Architecture: KG Embeddings

• Nonparameterized logical operators
– Unlearnable and low-capacity

Query2Box (Ren et al., 2020)
Intersection: 

Operator: 표푣푒푟� �r푒䪰  �푟푒�  in embedding space

Continuous Query Decomposition (Arakelyan et al., 2021)

Intersection: � ⋅ � ;min ��,  �� ;max �0,  � + �− 1� 

Operator: logical T-norm over probabilities of 
neural link predictor (e.g., Complex)

Problem 1: KG embeddings are low-capacity architectures and only reason from left to right.

• Left-to-right reasoning
– Loss of wider context

Answer probability:
1. Calvin 0.33
2. Lewis 0.33
3. Dylan 0.33

Case 1: Minnesota-born Nobel Prize winners

Answer probability:
1. Dylan 0.6
2. Lewis 0.2
3. Calvin 0.2

Case 2: Minnesota-born Nobel Prize winners that may 
like to play certain musical instruments
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Existing Training Strategies

• Training: supervised learning
–Training on 5 basic query types
–But to test on both seen and unseen types (e.g., ip, pi, 2u, up)

Training: 

Testing: 

Problem 2: supervised learning doesn’t generalize to new types well
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Challenges

• Model architecture
–Exponential complexity

• Multi-hop query
• Logical operators

–All-direction information

• Training strategies
–Transfer and generalize

• Supervised training is not enough

Advanced and Large-capacity

Strategies to Generalize
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kgTransformer

• Pre-training Transformer on KGs
–Architecture: kgTransformer

• A more advanced architecture that can encode query graphs

–Training strategy: Masked Pre-training & Fine-tuning
• Pre-training can encourage generalization
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Architecture: kgTransformer

• Triple Transform
–Represent a relation edge as a relation node
–Unknown entities are replaced by [MASK]
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Architecture: kgTransformer

• Model capacity is crucial

• Increase hidden dimension 䪰: 
–Quadratic space complexity ��䪰2�

–Performance saturation

• Need other solutions to scale up 
model capacity
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Architecture: kgTransformer

• Observation: sparsity in kgTransformer
–Feed-forward Network (FFN) is sparsely activated (10~20%)

Feed
Forward 
Network 
(FFN)

A Transformer layer 
(Adapted from Vaswani et al., 2017)

1. Vaswani et al., Attention is all you need, 2017

Activated Inactivated

Input

Output
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Architecture

• Mixture-of-Experts (MoE): scaling model-capacity via sparsity
–Split FNN into experts
–Only involve experts predicted to be activated (by Gating Network)
–Increase number of experts

Input

Output

Expert 1 Expert 2 Expert 3 Expert 4

……
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Training: Masked Pre-training & Fine-tuning

• Mask pre-training on random sampled queries
–Two-stage Pre-training
–Stage 1: Initialization

• Dense and large subgraphs
–8 to 16 entities per query

• Random Walk with Restart (RWR)
–Vanilla (might contain rings)
–Tree-based

• Learn arbitrary-shaped queries
–Encourage generalization
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Training: Masked Pre-training & Fine-tuning

• Mask pre-training on randomly sampled queries
–Two-stage Pre-training
–Stage 2: Refinement

• Sparse and small graphs
• 5 basic query type
• Similar to test setting
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Training: Masked Pre-training & Fine-tuning

• Mask Fine-tuning
–Fine-tuning

• Training over preprocessed 
datasets of 5 basic query types

–Out-of-domain Generalization
• Combining knowledge from pre-

training and fine-tuning
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Summary: kgTransformer

• Pre-training Transformer on KGs
–Architecture: kgTransformer with Mixture-of-Experts
–Training strategy: Masked Pre-training & Fine-tuning
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Experimental Results

• 9 reasoning tasks
–5 in-domain
–4 out-of-domain

• Improvements 
(Relative)
–NELL995: +6.1%
–FB15k-237：+15.9%
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Ablation Study

• How much does pre-training contribute?
–26.2 -> 33.6 (FB15k-237); 
–28.8 -> 39.5 (NELL995)
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Ablation Study

• Number of Expert
–Helpful when growing from 2 (vanilla) to 32

• Label smoothing
–A very useful technique for random sampled queries in pre-training
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Ablation Study

• MoE Efficiency
–Expanding model capacity x16 times
–Costs in time: +11.6%～38.7%

x16 times
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Conclusion

• Method
–Architecture: kgTransformer with MoE scaling up
–Training: Masked pre-training and fine-tuning

• Results
–Better performance on FB15k-237 and NELL995
–Better generalizability and interpretability 

• Code: https://github.com/THUDM/kgTransformer 


